
A papen" presented at %he 

bt;h Lcnaan Conference cn Inforrlat f t3r. Theory 

k u , p s t ,  15350 

The economical, e x e m t i ~ n  of f~l.l:~amsy ci::kf%ed aJp;c,r+it, n ~ s  

provided by the a~xto~a'bl .c  eomp~i~er  bas g?*eatlg increased th2 v e  

sf complex a2goriZ;ks in isnfonnztion f ; h e e ~ r y  3nd o;1IE?r fj.cild ; 

Tjlis increased use h s  Qdrn ~enexvt~et i  a rf9e:i f o r  COT?C~.S;~ ? ' ,  %of!  

cortp2.e~ a lgorf %Ems ., k lx-cfc'ra~~~ 2x4: iangi: :g~ i s  f:ermon& c ha *,-. I *$:- - , 

The economical exem t i ~ n  of fu1.l: rvmsylzi::~f%ed aJgar4i t nvrs 

provided by the auto~a-bl .c  comp~i&er bas gxSeal Lp increase(: Lh, >xze 

sf c0mpl.e~ algorit'uns LI i s n f o n n ~ t i ~ n  %het t r y  3nd other fj.cild ; 

This increased use h s  in. %urn genexP~t.eti a r53e:i f o r  ~:oT?c~.s;~? ' ,  

pmerf u i  programing :angl,sgc s for t h e  di:scz -i n + d.on ar:d ;:ria r :: k ~ 9 "  

cortp2.e~ a lgorf %Ems ., A :x-cf-:c.ai 4 zl.angi::ge i s  f:ermonP~~ c ha *,-. I *$:- - 

intended minliy f o r  t h e  d ~ n c r - l r - ~ ~ l o n  n.nd i,nal;vsr.a of algori?,  T~II:'; (is- c' v* I ! %&J 
3; 

f o r  t1zei.r executf on,, The .I-ang~a.ga clx ",bed :i xr  the nresen: 2% . ; - 
was developed primarily for description and anrilysis, hut a ls.3 

lends  i t s e l f  well to execution, The p ~ ~ e n t  eilpbasis Ls on 

descript.f on and aml.ysia, 



A progrm,ir,;. language shov.ld (1) allow a cle;.r snc  simpJ.e 

representation of the sequence in which steps of an algorithm are '( 

performed, (2) provide a concise and consistent notation fa the 

operations occurring in a wide range of processes, (3) permit the 

description of a process to be independent of the choice of a 
L* l.. * ( 

particular representation f o r  the data, (&) allow economy i r ~  apera- dAil,. . C 

t ion  symbols, and ( 5 )  provide convenient subordination of d e t a i l  
'.*, .(+ 4. L.1 $ 

without loss of d e t a i l , J  .I* L j 
, I  

The sequence of execution of statements w i l l  be mecf f  l e d  

by t h e i r  order of l i s t i n g  and by arruwa connecting a statenent to 

i ts  successor, Branch points, a t k i c h  alternative successors are 

chosen according to the outcome of a comparison between a pair of' 

quantities, w i l l  be represented by a colon placed between t h e  corn- 

pared quantities, and by a l a b e l  attached to each arrow showbg 

the re la t ion  under which it is f olluwed, Any w e l l - d e f i n e d  refa- 

t i o n  may be employed, e.g., equality, inequality, or set m e m b e r  

pared quantities, and by a l a b e l  attached to each arrow showbg 

the re la t ion  under which it is f olluwed, Any w e l l  -def ined  refa- 

t i o n  may be employed, e.g., equality, inequality, or set m e m b e r  

ship, The conditions a t  each branch point  must be exhaustive, and 

the l i s t e d  successor is associated with all conditions not included 

fi the labeled arrows, 

ComonSy occurring onerations to be defined include the 

floor [x  J (largest integer not exceeding x) , t h e  ceiling [XI, - 
and the residue of x modulo rn, to be denoted by 1 x,rnl, The c m o n  

logical  operations and or, and not w i l l  be denoted b y A , v ,  and -, 
-9 - - 



and w i l l  be augmented by t h e  relational statement ( x i l y )  defined 

as follows, If x and y are any quantities and rt is my binary 

relat,ion defined upon them, then (xd  y) is a logical variable whcbse 

val t~e is 0 or 1 accordin? as x does or does not stand in the re la-  

t i on  18 t o  y. For example, the absolute value of x may be defined 

AS ~ O ~ ~ O W S  s 

To il lustrate the use of the floor and ceiling operations, conrider 

a rectangular array of dimension a %  b whose c e l l s  listed fi orcsr 

by rows (0,l,...,b-l,b,b+l,...,ab-l) are denoted by x and in orde- 

by column are denoted by yo Then 

and 

y = a %  ly3bl  +Lx i. bJ . 
by rows (0,l,...,b-l,b,b+l,...,ab-l) are denoted by x and in orde- 

by column are denoted by yo Then 

and 

These are the t r a n s f o m t i o n s  used in determining accessibi l i ty  in 

a serisl-parallel memory of a bands with b s lots  per band, They 

may be derived from the ident i ty  

y = a x  l y c  aj + ly,al (, 

>he description of a process can be made independen!; of its 

representation by defining certain fundamental operations upon finite 



I) 

ordered sets, The e l e m n l  of a f i n i t e  simply-~rdered s e t  B of 

dimension (number of elements) U(B) can be indexed by the integers 

1,2,. .. .v(B) such that Bi is the ith element of the set. The k 
t h  - 

successor of an element x of B w i l l  then be denoted by x I k and B 
defined as the element B where j r (i+k) (mod v (B) ), and B x ,  5" i - .c The kth predecessor i s  defined analogously and denoted by % k. 

If B is the set of integers, the symbol B may be elided, and if 

k I 1 it may be elided - hence i t  k denotes the kth successor of t h e  

integer 1, and it denotes the integer i + 1, 

The successor operation defined upon an element of B can 

be extended to ally subset C of B as follows: C k denotes the set  . 
4 

I) such that Di I Ci k, If C and B are identical, the  operation 

is ca l l ed  left rotation and is denoted by C 1 k. Rotation is ex- 

tended analogmsly to vectorso 

TWO sets A and B are - equal (A w ti) if they contain the  sane 

elements, but are identical (A BE B) only if they a l s o  have the sane 

nrrAa- '24-1 a m ~ A i # '  a*+S & m e  4 m  +ha cl+mnPlarrA Aef ' . tmi+- t~+rrc l  /rf' 4r?+aw,, 

I) such that Di Ci Lo If C and B are identical, the  operation 

is ca l l ed  left rotation and is denoted by C t k. Rotation is ex- 

tended analogmsly to vectorso 

TWO sets A and B are - equal (A w ti) if they contain the  sane 

elements, but are identical (A BE B) only if they a l s o  have the sane 

order, Simple modifications in the standard definitions of inter- 

section and union provide a closed system for ordered sets, To 

achieve economy of operation symbols, intersection and union are de- 

noted by A and V, already used for t h e  analocous log ica l  operations 

and, and or. Potential ambi ,p i ty  is avoided by using distinctive \ 3 ; ;  ' ' '  ' - - 
,\:: vl' . j '  

symbols for each class of operand; italics for s i n ~ l e  variables, b ) 

I iY,. "+ .t 6.- -4 
P 

lower case boldface italics f o r  vectors, upper cose boldface i t a l ics  

f o r  matrices, and ordinary Romn characters for l i terels,  i for 



A second set of indices, ca.ilcd - contracurreat indices 

w i l l  be assigned to the elements of any set  A, These indices  run 

from =Y(A) to -1. The kth elanent may therefore be denoted al-  

ternatively by + or A where j+k = v (A) e In ~ t i c u l a r ,  the 
-jr 

terminal elements mey be denoted by Ax and A,x. Contraalrrent 
d? \ ' * * 

indicers will also be employed for vectors and matrices, 

A set obtained from a set  B by deleting the  first i and 

the hast j elements is called a s o l i d  subset or an i n f i x  of Bo - - 
An infix C of B is also called a - prefix of B i f  C1 = B1, or a 

suffix Ff Cwl = £3 - The statement 
-3. 

specifies C as the infix of B kwq: terminal elements x and y ,  

The qynbol B may be e l i d e d  if I3 is  t h e  s e t  of in tegers ,  

Program 1 illustrates t he  conventions introduced t hus  far, 

1 If :-his the suit and 1 " :  the  denomination of the  jth card in a 

specifies C as the infix of B kwq: terminal elements x and y ,  

The qynbol B may be e l i d e d  if I3 is  t h e  s e t  of in tegers ,  

Program 1 illustrates t he  conventions introduced t hus  far, 

If :-&s the suit and 1 " 2  the  denomination of the  jth card in a 
3 

hand-of thir teen playing cards, and if 

D {deuce, trey,. . . ,king,ace 1 
is the set  of denominations, then the quantity q detormf ned by t he  

program is the length of the  longest run in any one suit, A l e f t -  

* 
In certain work, notably i n  switching theory and i n  the use of 
positional renresentations (e .go, colmn sorting) there is some ad- 





pointing arrow associates t h e  specifying quantity on the r i y h t  of 

each statement with the specified quantity on the left. The arrow 

is used instead of the sign of equality beca:! se it elimina,bes 

mb-ity and rescrves t he  sign of equality as a r e l a t i on  to be 

used in relatl.ona1 skitetnents only, 

Significant subordirirtion o f  detail  can be achie-~ed by 

generalizing each operation defined upon sF"'ple veriekles ',o 

structured arrays such as vectors and matrices, Far examp'te, if . 

and are logical vectors (i.e., each componettt is a logic:ll 

variable), then 

and 

and 

Moreover, if I and ;; are mnerical vectors, then 



'ih 

The apflication of any associative binary opera4;ior t r *  

a1.3 :m?onents of n vector : is denoted by O/:.:, Thus 'j'?. is t h e  

product and + / ~ r  is the s u m  of all coflponents o f  : r . The lixtter w i l l  

also be denoted by o (r ) and 're called t h e  w e l i g h t  of :: . The umal 

notat ions f o r  matrix algebra are retained,  i,e., ::;' for a sealax+ 

prodhlct, and ::? f o r  a prodlct of natr5ees. It is clear that 

-27; Y U(:~X;-)  acd t h a t  a(,:T k) = ~ ( 2 )  f o r  c . i i l  k,> 

3 -* fcr spec-blly defbned quantities. Ti-rzs, the m i b  wctors are - - 
,.it logical vectors mcb that ( : r .a 1 t f  and on?:; it' ,l w ? The 

* d  
27tlZ Teetor  !. ?.a t h e  negation cf Lhe zero V ~ C ~ L O P ,  *the ni:rt:fim YBC:OY 
*I- , . m n l . - I U l n l * W I U -  ".** H 

.i 
unity. The suffix vector MOV :" i s  d e f i n e d  analoga!,xsly, Thf: id en ti;^ 

u. --I.. V 

rill 
,8 is def i n ~ d  by t h e  re%a"i,on. I j. . IN? 

S 
dimension of a  nit, suffixjr, p r e f i x ,  or ider1t:it;r penm~.tat,:.or, v e c t ~ r  

is normally def ined  impllci2;y by t h a  ; 3 c ~ a r a b f l i t y  reqsii-csmer, ts 
""Vo".VUI . . C Y . . W * L I  I C I U U * ,  I.-- \ * - rr .LI C&,*.* W * * Y  e v  ..-* I- & - .a** 

' d  
27tlZ Teetor  !. ?.a t h e  negation cf Lhe zero V ~ C ~ L O P ,  *the ni:rt:fim YBC:OY 
*I- , . m n l . - I U l n l * W I U -  ".** H 

.i 
unity. The suffix vector MOV :" i s  d e f i n e d  analoga!,xsly, Thf: id en ti;^ 

u. --I.. V 

rill 
,8 is def i n ~ d  by t h e  re%a"i,on. I j. . IN? 

S 
dimension of a  nit, suffixjr, p r e f i x ,  or ider1t:it;r penm~.tat,:.or, v e c t ~ r  

is normally def ined  impllci2;y by t ha ccmpara'b f 1 i . G ~  rea.;1iiic!mer, ts 

of associated operators am? operands, The scrxlar zern, s r t : C r v ~ u ~  z e . ~ ,  

and matrix zero w f l l  aU be denoted 'by 0 ,  

The conventional vector praduct, oi' ~ ; r w  -ace vec t w s  it .i 

t ion, It can be def2hed as 



mq A trivial f o n a l  Amnipulatfan shows tbat ,... 2: .$ .- ( , .: ;.), i s~e 

orthogonality theorem :i(~ ,s, : r )  I 0 can oe established as f cllows : 

Since the X operetor is ~ ~ ~ i t e f i f ~ ,  and since 1 4 2 P I *  f o r  a 

vector of dimension t h o ,  t h ~  fir,aT exnre~sfcn 5 3  equal $0 zero 
* 

and %he theorem is  estab:l.fshed, li"uTtker theorem3 concelr f r l ~  ' h e  

magnitude of : : , the  5'cmr;vec~tor pr ochlct,, axid tke box prod:rc't 

Individual coxpenents of s tx1s.cterse6 opi:rands c x  n be 

t9;h selected by subscripts and mperscript s -3 * , f o r  t h e  i caiqonc~:t 

i . tlh of the V R C ~ J P  - for $be  i roll vector o f  a .na'Lrix , fay .! 

magnitude of : : , the  5'alrc:vecsto~* pprochlct,,, axid the box prnd:rct 

follow by s-imi1arl.y simpl-e foCmal nanj pu..iat icsn,, 

Individual coxjnme:2ts of s txu.cterse6 op :rands c x  n be 

th selected by subscripts and sf~perscript s c2 * f o r  t h e  i ccii~onc~:t  3% 
i . tlh of the v e c t ~ r  , . for t b e  i roxa vector o f  a .naeLrix , ray .! 

i &h 
the jth colum vect.or, a116 f o r  t3e f 3 elema~lt, More geninS.:ly. 

u, 

it L s  necessary to specl.Yy sEJ ected sr h8et.s ctf h e  C a p o i  entic, 

Since the selection is, f o r  each conpcnect, a b b a r y  ope; at ion, - i t  

can be mecified by an associated Isgical vector 04 the : m e  

dFnension, Thusb f o r  an arbitrary vector  : an2 zonpatib:e ,,ot;iciii 
" - . L I P  -7 

vector :: ( t h r t  is1 v ( - )  .% Y (  . I ) ,  the steternent 



implies tha t  the :-: I s  obtained by suppressing from those con- 

ponents -*. for which - 1 %  = 0. The operation y ~ / ~  is celled compression 
"i 

of : by .: . For example, if u 1 (1,0,0,0,1,1), and 

x 40, @ ,  0 ,  @ ,  @ , @  , a t ~ e n - l b - *  ( @  , @ ,Q 1. 

C l e a r l y ,  v(?j/3 ) I: o (L ) . Set compression is defined analogously. 

TWO types of compression must be defined for matrices; 

row c~nrp~es~ion, defined by 

and column compression, defined by 

" - > - * ; 2 , 1 /:<! 

3 3 9 j E {o+~c 11') 

For example, if the  m a t r i x  r ep rescn t s  a ledgt r of 3 ( > 
bank accounts, w i t h  the column  vector^: . 1, ' : and" denuti lg 2' 3 $  A '14 
m e ,  account nunber, address, and balance, respectively: then t h e  

and column conpression, defined by 

For example, if the  m a t r i x  r e p r e s r n t s  a ledgt r of 3 ( > 
bank accounts, w i t h  the column vectore . 1, ' : and" d e n u t i ~ g  2' 3 $  A '14 
~lme, account nunber, address, and balance, respectively: tl~en t3>e 

operation of preparing a l i s t  ." of t'he m e ,  account nlrml~er, and 

balance, for all accounts whose balance exceeds 1000 can be com- 

pletely prescribed as follows, 



The expansion of a vector %y a l og i ca l  vector Bs de- 

noted by ,ji: and fs defined as follows, 

It is necessary thet (I:) = v (:;). Clearly v (2) . v (u). Row ex- 

pansion (denoted by 7 \;) and column expansion \ .: ) are def b e d  

analogously, 

The compress and exnand operations provide a pm~erfu1 ex= 

tension of ordinar-y matrix algebra. For example, any nurnerleral 

vector can be decomposed according to %he iden t i ty  

Matrices can be decomposed similarly. Moreover, the conventicnal 

operations on paritioned matrices can be generalized in a system* 

atic manner. A fey of the more importent i d e n t i t i e s  are, for 

exnmnln - - 
1 -  - 1 r w 

Matrices can be decomposed similarly. Moreover, the conventicnal 

operations on paritioned matrices can be generalized in a system* 

atic manner. A fer. of the more importent i d e n t i t i e s  are,for 

example : 



MaximizatAon over those components of I.: for  which - = l 
' 3 

w i l l  be denoted by u [x, More preci-sely, 

specifies a logical vector .: such that v/& = m ;  and %hat c/+:) 4 m d 
for je ( 1 ,  ) ) Graphically, - is obtained by 1uweri:lp a 

horisontal line over a plot  of :: u n t i l  it touches the largest corn- 

ponent, and then marking with a 1 a l l  components of *;, touched 

by the line, Thus if -:: = (6,3,-8,6,6), then g a L d r :  (3 - ,g909191)8  

. / = (6,6963, and (. / = 6. MinFmization is denoted analogously 

- 
The mininwn o w  al;lpositive values of .. ney be denoted, 

for e m l e ,  by if 20)1:, a n d f o r  t h e  present example 

(3. > 011 : .. (OB190sOoD,o 
Program 2 i l lustrate5 the  use of this notation in a com- 

plete description of the Simplex a l g c r i t h  for linear programing, 

. I :  = \u,o,o/, ana ( . /  = o. w m i z a t i o n  is aenowa anaiogouslg 

- The minhum o w  aUposi t ive  values of .. mey be denoted, 

for exzqle, by if 0 ) :, and f or t h e  present example 

(?. > 011 : .. (oB~90s0,D)o 
Program 2 i l lustrates  the  use of this notation in a com- 

plete description of the Simplex a l g c r i t h  for linear programing, 

The vector ;" determined is t h e  opt-.Lrlial solution of the followfng 

system; maximize .:; subject t o  the constraints (:; c - i ) s , and 
(j. 2 0) - ;: . The logical vector i .  i s  assumed to be given i n i t i a l l y  

and speciffes the current feasible bas i s ;  :i is the  corr*espondlng 

vector of non-eem variables, A power of a matrix is denoted by 

a superscript enclosed in square brackets, 





Tho operations occurring in Program 2 can be used in a 

f omal analysis of its behavior. For example, 

and '" theref ore rsunt,ains an icbrrt ,.", - J  - rix ; in the a=oluma crjrrea- 

ponding to the feasible basis .. Moreover, since 

then 

Hence the components of the modifil;d cost  function a r e  zero fox* 

all included vqriables, as desired.  

The base :.: valm of' the vector -I is denoted by '.k: and 
defined as the value of in the mixed base r~urnber ~~ysten defined 

,J!* 9 ;;/t-,:/ ( : : Jc ) I  w J - ( ! ~ /~~ ) ( . / " >  m ' l / : - ( ; / . . )  '. D 0. 

Hence the components of the rnoclif i e d  cost  fu:nction :, a r e  zero fox* 

all included vqriables, as des ired .  

The base :.! vallle of' the vector -I is denoted by '.k: and 
defined as the value of in the mixed base rlurnber  s sten en defined 

by the radices 1-l,b23.. 9..J-1e More precisely, ;l:. m:.: , where 

. land r ) f o r  1 { ( ( ) )  If, for exznple, -1 -5 

'3 = (7,2b960,60) and : denotes elapsed time In days,  hours, n?m~tes, 

and seconds, then ';l: demtes the elapsed time in seconds. In 

particular, 10~1'( denotes the wly~e of .': in the decimal system, 

and y&L: denote8 the  polynomial fn y whose coefficients are the 

components of :%:, 

- I .  I . - - I  * U  -- * 



such t b t  v (11) = nl p (L) = [~o~~(n+l)l anc P ~ F  jo TIE it'% 
4 1  

parity check group then includes the cn-vxments of the vector i i i / l -  

and Program 3 describes the determinatlct5 of the corrected value 

J of the code ;;, h even-parity code i s  I ssumtkd, i.e . , legitimate 

code points satisfg. even-parity for all c. ?ck gnqs .  

For non-numeric vectors, 'the extund and wnpress operattone 

do nat mffice, The mesh of ;: and :' on + i.: defined zs f ol2 .m~:  

Clearw, v ( i )  w v g ) ,  v ( , )  = o r ) ,  and v i  ) .: o.(,;, If, for v~z~le, 

. = ( @ @ @ ) : = ( @, @ , @ 1, end ', = (0,1,1.,1+:?0),tP;.en 

The mask of :; and qy on ; is defined as f ollars: 
U&GCLhJ.J$ V \ i  / Ti V r \ i f j g  V \ i /  m \ J  \ / $  411U V \  / W t J \ & / ,  I& ,L V L  t ' z l ~ ~ e ,  

= ( @9 @ ) $  :; ( @, @ , @ ), end ', = (0,1,1.,2. +:$),tP;.en 

The mask of :I and 2 on ; is defined as foUms: 
/ 

,,: -lia:,~i3;:/@-fid tz -/. and rs ,(, 

Clearly, 

and 



Program 4 

Program 4 



Analogous c a l m  mask, raw nask, col~mn mesh, and row sesh 

operations are defined upon matrices, 

If two sets A and B are equal (but not necessarily identical), 

one is said to  be a permutation of the other, and there exists a 

vector 1, such that 

.b 

Moreover, the components of are s one permutation of the integers 

1,2, . . . ,v (B), and 9 is called &permutation vector. If Bi A,,, f o r  
' i 

some permutation vector, then B may be denoted by A * .  

Permutation w i l l  be cEurtended adoguusly t o  vectors and 
-1 ' 

matrices, For example, ;.' denotes an elementary similarity trans- r: 

formation on t h e  square matrix H. It is easily shown that 

EIUIRI= p e m l r ( ~ b ~ o n  VBCGU~, b11uxi D may oc uuenubea uy n - . 
Permutation w i l l  be axtended adogausly t o  vectors and 

matrices, For example, kid denotes an elementary similarity trans- 
r; 

formation on t h e  square matrix a. It is easily shown that 

and the pemtations p and : are then said to  be inverse. Clearly 

($) 
x for any pair of inverse vectors p and {io 

Any biunique mapping from an. element b of an arbitrary set 

B t o  a correspondent a of an arbitrary set A can be represcnted 

by a permutation vector p such that B maps into A If, for  example, 
i 5. 

A = (apple, booty, dust, eye, night) 

B r { ~ ~ f e l ,  Auge, Beute, Nacht, ~ t e u b )  



Program 4 describes a mapping from t h e  argument b t B t o  the 

function a ti A prescribed by t h e  vector p , The Drocess c?onaists of 

three steps, the  rank-kg of b B, the penrmtat lon of the  index j 

by p, and the select-ion of the correspondent A T  Since aqy set  
a-' 4 

rl 

can be considered as a vector, the process can he expressed more 

concisely i n  terns of vector operations as shown %rk Program 5 The 

expression (B) denotes the identification vector of the  set 8 ,  

defined as the set  considered as a vectfx?, i.e., 

A matrix whose raws and calunnv are aX1 permutation vectors 
% 

will be called a permtation matrh, A pemta'bi.sn matrix can clearly 

represent the operatio- in an abstract; gaupo The graup is Abelian 

if a,nd only if the  rnatrjx is symmetric, 

A vector is frequently represented ($torte$) i n  a serial- 

access file in which the components m e  made avaj.lab3.e only  in 
% 

will be called a permbtion matrh, A pemta.tj.sn matrix can clearly 
.r ~ 

represent the operatio- in an abstract; gaupo The graup is Abelian 

if a,nd only if the  rnatrjx is symmetric, 

A vector is frequently represented (stor*ed) i n  a serial- 

access file in which the components m e  made avaj.lab3.e only  in 

t h e i r  natural sequence. To describe algorithms upon vectors so 

represented, it is csnvenf ent to 5ntroduce spei@rrJ.+ !totat,% on f of. a 

f i l e  a s  follows, A file p of Length n i s  a representation of a - 
vector x of dimension n arranged as fofi-sws s 

- - 

9 
This is a departure from conventional usage in wlnich a pennubtion 
matrix is a logical matrix whose application correqmds to the 
application of a pennutation w c t ~ r ,  





The operation of transferring a component from a f ile to spec* 

a quantity y is called reading the file and i s  denoted by y - 3 ,  

The transfer is tenninated by t he  occurrence of a par t i t ion  symbol, 

and 3f. this symbol is ~ ( j )  the f i l e  is then sa id  to be in position 

, A f i l e  may either be read forward (denoted by P ) or backward 

(denoted by > ). V a file originally in position j is read 

forward it transfers the component :.,q and stops in position ( jsl), 

j c {l,)} A f i l e  read backward frm poaition $1 transfers 

t h e  component and stops in position j, j E((1,n)) . -3 
The poeition of a f i l e  P Kfll be denoted by n(@ ), Thus 

the statement y * n($ ) specifies y as the positXoL :.. 3 , whereas 

n( P )c e positions the  f i l a  to z, X n  particular, n ( 3, ) 9 1 denotes 

the rewinding o f  the f i le ,  and either n($ ) c ( n + l )  or (using contra- 

current indexing on the (n+l) positions) n ( $ ) - -1 denote positf  on=. 

Ing to the end of the file, Any file for which t h e  general position- 

ing operation n ( D ) * z is t o  be avoided as impossible or inef flcient - . & I . # 

n( P )c e positions the  f i l a  to z, X n  particular, n ( 3, ) 9 1 denotes 

the rewinding o f  the f i le ,  and either n($ ) c ( n + l )  or (using contra- 

current indexing on the (n+l) positions) n ( $ ) - -1 denote positf  on-. 

Ing to the end of the file, Any file for which t h e  general position- 

ing operation n ( D ) * z is t o  be avoided as impossible or inef flcient 

is c a l l e d  a serlal or serial-access file, 
7 

A file may be produced bg a sequence of recordirq statements, 

either forward: 

or backward 



As in reading, each forward (backward) record operation increments 

(decrements) the position of the file by one. A f i r e  w h-ich i s  

only recorded bring a process is called an output file of the pro- 

cess; a f i l e  whict. is only read is called an input fl le. 

Fach partition gymbol may aesune me of several values, 

X0,\3we,Xp, the partitions with larger indices demerking larger 

subgroups w i t h i n  the fi le.  Thus if each component - were itself 
"3 

a vector +(i.e., x is a matrix), then the last component, of each 

S y might be fallawed by the part i t ion XI, while the remaining com- 

ponents would each be followed by X The last component of the 
0" 

entire array mlght be followed by a parti.tian X In recording an 
2' 

i tem, the associated partition is indicated by listing it after 

the i t e m  (e.g., + - y,X ), except that  the partition Xo 5.8 usually 2 

elided, The indicated  parbition then follows or precedes the 

associated i t e m  i n  the  file according as the recording is forward 

or backward, 
entire array mlght be followed by a parti.tian X In recording an 

2' 

i tem, the associated partition is indicated by listing it after 

the i t e m  (e .g ., + - y ,X ) 9 except that  the partition Xo 5.8 usually 
2 

elided, The indicated  parbition then follows or precedes the 

associated i t e m  i n  the  file according as the recording is forward 

or backward, 

The indication provtded by the distinct parition symbols 

is used to control an immediate (PI)-way branch in the p~ogram 

following each read opeoetion. The branch i s  determined by the 

par t i t ion  p b o l  which kninates  the read, 

Different f i les  occurring in a process will be dfs.timpfshed 

by rightband subscripts and superscripts, the latter being generally 

reserved t o  denote major classes of f i l e s  (e.g., input and output). 



File  notation f s  ~ar t icu" l r3y  useful t h e  description 

of sor t f ig  algorithms and of algorithms emp3.cyInp a w a l P e d  tnpush- 

down stores, tt 


